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Abstract

We describe an alternative numerical treatment of the dual phase-lag equation often used to account for microscale,
short-time heat transport. The approach consists of an undecomposed formulation of the partial differential equation
resulting from Taylor expansion with respect to lag times of the original delay partial differential equation. Trapezoidal
integration in time and centered differencing in space provide an accurate discretization, as demonstrated by comparisons
with analytical and experimental results in one dimension, and via grid-function convergence tests in three dimensions. For
relatively fine 3-D grids the approach is approximately six times faster than a standard explicit scheme and nearly three
times faster than an implicit method employing conjugate gradient iteration at each time step.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction

Fourier’s law predicts infinite-velocity propagation of thermal disturbances, implying that a thermal pertur-
bation applied at any location in a solid medium can be sensed immediately anywhere else in the medium (vio-
lating precepts of special relativity). Associated with this is the fact that the parabolic character of the heat
equation obtained from Fourier’s law implies that heat flow starts (stops) simultaneously with appearance
(disappearance) of a temperature gradient, thus violating the causality principle which states that two causally
correlated events cannot happen at the same time; rather, the cause must precede the effect, as noted by Cimm-
elli [1]. In order to ensure finite propagation of thermal disturbances a hyperbolic heat conduction equation
(HHCE) was proposed at least as early as the studies of Luikov [2] and Baumeister and Hamil [3]. We remark
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that this equation is of the same form as that termed the ““telegraph equation” in the mathematics literature
(see essentially any intermediate PDE text). More recently, it has been shown that in certain situations HHCEs
violate the second law of thermodynamics resulting in physically unrealistic temperature distributions such as
temperature overshoot phenomena observed in a slab subject to a sudden temperature rise on its boundaries
(see, e.g. Taitel [4]). Also, since the classical Fourier and hyperbolic models neglect thermalization time (time
for electrons and lattice to reach thermal equilibrium) and relaxation time of the electrons, their applicability
to very short-pulse laser heating becomes questionable, as noted by Qiu and Tien [5,6] and Qiu et al. [7].

Kagnov et al. [8§] were among the first to theoretically evaluate the microscopic (thermal) exchange between
electrons and the lattice. Following this, Anisimov et al. [9] proposed a two-step model to describe electron
and lattice temperatures, 7T, and Tj, respectively, during the short-pulse laser heating of metals. Later, Qiu
and Tien [5,6] rigorously derived the hyperbolic two-step model from the Boltzmann transport equation for
electrons. They then numerically solved the model equations for the case of a 96 fs duration laser pulse irra-
diating a thin film of thickness 0.1 um. The predicted temperature change of the electron gas during the pico-
second transient agreed well with experimental data, supporting validity of the hyperbolic two-step model for
describing heat transfer mechanisms during short-pulse laser heating of metals.

Even though this microscopic model works quite well at small scales, when investigating macroscopic
effects a different model might be desirable. Tzou proposed the dual phase-lag (DPL) model [10-13] that
reduces to diffusion, thermal wave, the phonon-electron interaction [5,6], and the pure phonon scattering
[14] models as values of model parameters 74 and 7t are changed, permitting coverage of a wide range of phys-
ical responses, from microscopic to macroscopic scales, in both space and time, ostensibly with a single for-
mulation in terms of a single temperature.

Zhou et al. [15] argue that the DPL equation is only a relaxed mathematical representation with no sound
physical interpretation attached to it. In particular, the temperature distribution predicted by the DPL model
does not correspond to either the electron temperature 7, or the lattice temperature 7;. Thus, the objective of
the present paper is not to attempt validation of the DPL model as a description of physics, but rather to pres-
ent a method for treating equations such as this (involving lagging and mixed derivatives) and provide a pro-
cedure to efficiently solve them in the context of a relatively simple (single-temperature) formulation.

In recent years, various numerical methods have been investigated for solving the DPL equation. Most
early numerical studies involved only the 1-D equation, often using explicit discretization in time. Recent stud-
ies have begun to consider 2-D and 3-D DPL equations, with implicit discretizations. Dai and Nassar [16,17]
have developed an implicit finite-difference approach in which the DPL equation is split into a system of two
equations; the individual equations are discretized using the Crank—Nicolson scheme and solved sequentially.
The method has been generalized to 3-D by Dai and Nassar [18-20] and applied to the case of heating a rect-
angular thin film with thickness at the sub-micron scale.

Zhang and Zhao [21,22] have employed the iterative techniques Gauss—Seidel, successive overrelaxation
(SOR) with optimal overrelaxation parameters, conjugate gradient (CG), and preconditioned conjugate gra-
dient (PCG) to solve the 3-D discrete DPL equation with Dirichlet boundary conditions. In contrast, applying
Neumann boundary conditions (as often needed for heat transfer problems) can result in non-symmetric
seven-band (in 3-D) positive semi-definite matrices that can be unsuitable for treatment with iterative methods
of the nature of CG and PCG, suggesting that other approaches should also be considered.

The purpose of the present paper is to provide a formulation based on a single 1-D DPL equation (in con-
trast to the usual two coupled equations) solved via trapezoidal integration. The numerical technique will be
extended to three dimensions using a Douglas—Gunn time-splitting method in é form, and efficiency of this
approach will be assessed via comparisons with other current solution procedures reported in the recent liter-
ature. Comparisons of 1-D results with both analytical and experimental results are presented, and 3-D sim-
ulations are provided for a case of femtosecond pulsed-laser heating of a thin gold film.

2. Analysis

Mathematically, the dual phase-lag concept can be represented as in [11] with heat flux expressed as

q(x7t+ Tq) = —)»VT(X,[—F TT)7 (1)
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where 7 is the “phase lag” of the temperature gradient, and 1 is the corresponding lag of the heat flux
vector. Here 4 represents thermal conductivity and x is a spatial location. There are three characteristic
times involved in the dual phase-lag model: the instant of time ¢+ 7t at which the temperature gradient
is established across a material volume, the time 7 + 74 for the onset of heat flow, and time ¢ for the tran-
sient heat transport.

Application of the first law of thermodynamics in the usual way leads to

orT

E(x,t—i—rq) = aAT(x,t+ 1), (2)
which is a delay partial differential equation with two separate delays. Here, « is thermal diffusivity and A is the
Laplace operator in an appropriate coordinate system. In this form the mathematical problem is nearly intrac-
table, both analytically and numerically. But if we assume 7T is sufficiently smooth in time we can expand it in
Taylor series about ¢, separately, with respect to each of 74 and 7:

or
T(x,t+1q) :T(x,t)Jra(xJ)qur'--

and

oT
T(x,t+ 1) = T(x,1) —Q—a(x,t)ﬁ—l—---
where we have neglected all higher-order terms. Clearly, if higher-order derivatives remain bounded we should
expect this approximation to be at least qualitatively accurate because 7t and 74 are expected to be small. Sub-
stitution of these expressions into (2) leads to

o'r ar O(AT) a oS
e Rl AT GAT 4= ==
gty Ty A (S+ a a;)’ 3)

in which we have added a source term of a form corresponding to pulsed-laser irradiation. Details of the func-
tion S used in the present study will be given below.

It should be clear that analysis of (3) is far more straightforward than that of Eq. (2), despite presence of
the third-order mixed derivative term, because there are now no delays. In particular, complete well-posed
problems for the HHCE are also well posed for (3), at least with respect to required data. Furthermore, we
see that when 1 = 0 the HHCE is recovered, and if both 71 and 74 are zero the usual parabolic heat equa-
tion results.

As was hinted above, it has been customary to decompose (3) as a system of two equations containing no
mixed derivative. There are at least a couple versions of this, and we refer the reader to [20] for one example.
But such decompositions rely on constancy of 74 and tr, and while this is not an unreasonable expectation it is
at least of interest to seek a solution approach not depending on this requirement. Loss of this required con-
stancy could occur (spatially) for non-homogeneous materials, and, in general, if 74 and 71 depend on T, lead-
ing to nonlinearities. Directly solving Eq. (3), as we will describe in the sequel, provides a way to handle these
situations although this is not the focus of the present work.

We begin by applying trapezoidal integration to Eq. (3) to obtain

n+1 n
Tn+1 _ Tﬂ + Tq <aa_];) — (%—];) — ‘[,'TC)C(ATnJrl — ATn)
k n+1 n ok n+1 n * n+1 n
= o (AT AT") = 2 (S 4+ 87) 4 21y (81 - 87) 4)

with k denoting the time step size (Af) and superscripts indicating time levels.

We apply a second-order backward difference to discretize the time derivative at time level n + 1 and a cen-
tered difference for the time derivative at n. The second-order derivatives in space are approximated using a
centered-difference scheme: thus,
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orT n+l1 1 -

(T) %5([ 3re — AT + T, (5a)
oT\" 1

<at) o ﬁ [TVH»I Tn 1] (Sb)
orT\" 1

<@> = hz[ mil — 2T + Tm—l]7 (SC)

where subscripts represent spatial multi indices, and we have written these approximations without their asso-
ciated truncation errors. The last of these holds for both time levels included in Eq. (4) and in each of the
appropriate spatial directions. In Eq. (5¢) h=(b — a)/(N, — 1) is the spatial step size for a 1-D spatial domain
Q =[a,b] discretized with N, uniformly-spaced grid points. The form of appropriate expressions for higher
dimensions is obvious. These approximations render the numerical scheme globally first-order accurate in time
and second-order accurate in space.

We have analyzed stability of the above scheme via a von Neumann analysis (to be reported elsewhere), but
because Eq. (4) becomes a three-level difference approximation upon introduction of (5a) and (5b), the von
Neumann condition supplies only a necessary (but not sufficient) stability criterion in general. Thus, we have
performed numerous computations with a wide range of values of A,k and combinations of the physical
parameters chosen so as to include both hyperbolic and parabolic cases of the DPL equation, and for values
of k/h* as high as 10°. We have been unable to find any combinations that lead to long-time blowup of solu-
tions. Thus, unconditional stability appears to be likely, but it has not been proven.

3. Efficient solution of 3-D DPL equation

Recent work in both 2-D and 3-D has often employed iterative methods to solve the algebraic systems aris-
ing at each discrete time step; this can be quite inefficient, especially when very fine spatial grids are being used.
Here, we will utilize a very old approach that has been widely employed in computational fluid dynamics to
efficiently treat the 3-D problem, but we note that this technique is basically not applicable when unstructured
meshes are used.

The combination of Egs. (4) and (5) can be expressed in the standard form of a M + 2-level difference equa-
tion to which the Douglas—Gunn time-splitting formalism [23] can be directly applied; namely,

(I+An+l Tn+1 ZBn K (6)

m=0

with M =1 in the case of the three-level scheme being considered here. Bold symbols denote N x N matrices
with N = NN, N., the product of the number of grid points in each coordinate direction, and 7 is the identity
matrix. This equation holds at all points of the discrete solution domain except at boundaries, where some
modifications are necessary. We also remark that in the cases being treated herein the temporal indexing of
matrices is merely formal.

The matrix A""! consists of terms arising from spatial discretization at time level n + 1; viz.,

Ns
A=A, (7)
=1

where Nj is in general the number of split steps (which in the present case is the number of spatial dimensions

of the solution domain). Also, the B matrices are constructed as follows:

214 /k 1q/k

B' = A" — _smart no__ q . 8
0 1+14/k Pl 1y /k ®)

In the first of these the matrix A" arises from spatial discretization of the Laplacian at time level #.
Formal time splitting of this, followed by some rearrangement, leads to the so-called é form of Douglas—
Gunn time splitting:
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Table 1
Performance comparison of different numerical methods for solving the discretized 3-D DPL equation
Numerical techniques Total required CPU time (s)

N=21® N=41 N=51° N=101°
Explicit scheme 4.88 147.62 450.26 7920.00
Conjugate gradient 12.33 124.83 270.30 3614.69
J-form Douglas—-Gunn 8.54 70.50 140.92 1344.40

1
(I+A4)0TV =5 — (I+A)T" = > B,I"™",

m=0

I+ A)oTY =61V, ¢ =2,... N,

where 67 =70 — 7" = 7" = 7" 4 5T,

In this form we recognize that the right-hand side of the first equation is the original discrete equation eval-
uated at time level n, so the amount of required arithmetic is O(N) — essentially that required for an explicit
method. Then there are Ny matrix—vector solves to be performed. In the present case, each of these involves a
tridiagonal matrix, which also leads to (/(N) arithmetic per solve. For the ¢th split step this takes the form

o1 + Vot Vot = o1
with the coefficients defined as

(€) T +k/2 (6) 2(’!,'"[ +k/2)

C -\ G =1+
] h?(l + 1q/k) ? h?(l + 1q/k)

and 7 denotes a generic multi index for (3-D) gridpoint notation with shifts only in the /th slot. Furthermore,
we associate i, with £ =1, i.e., h; = h,, etc.

It is worthwhile at this point to recall some of the features of Douglas—Gunn time splitting presented in [23].
First, it is proven in that work that up through second-order temporal accuracy, the split scheme retains the
accuracy of the unsplit scheme. Second, it is also shown that stability of the unsplit scheme is inherited by the
split scheme. Finally, we remark that these favorable properties of the Douglas—Gunn split scheme are proven
in [23] under quite stringent conditions associated with solution regularity and commutativity of the various
matrices appearing in Eqgs. (7) and (8). But it is usually found in practice that these requirements can be relaxed
significantly without affecting behavior of the method.

We quantify computational efficiency with data presented in Table 1 which contains a sampling of results
given by Kunadian et al. [24]. Table 1 shows CPU time in seconds required to complete an entire simulation to
a fixed final time for explicit, conjugate gradient and J-form Douglas—Gunn time-splitting methods using dif-
ferent values of number of grid points N = NN, N.. The spatial domain consists of a cube with uniform grid
spacing, and equal number of grid points, in each of the three separate directions.

From Table 1 we can observe that for extremely coarse grids the explicit method consumes less CPU time
than that required by the other numerical techniques, but as the spatial resolution is refined the implicit meth-
ods perform better than the simple forward-Euler/centered-difference explicit method employed in this
research due to the small time steps required for stability of the latter. The o-form Douglas—Gunn time-split-
ting used in the present study consumes the least CPU time of the three methods considered; moreover, its
degree of superiority increases with spatial resolution, and it is highly parallelizable. Further comparisons
of this sort over a wide range of currently-used methods are forthcoming in a paper by Kumar et al. [25] where
it is shown that for high-resolution calculations on grids having greater than a million grid points, time split-
ting is significantly more efficient for time-dependent problems than any iterative technique.

4. Computed results for specific problems

In this section we provide some representative results associated with simulating physical problems of the
sort for which the DPL equation was originally intended. In the first subsection calculations corresponding to
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a 1-D model of laser heating of a thin gold film are presented and compared with analogous analytical and
experimental results, and in a second subsection simulations from a 3-D model problem are presented.

4.1. 1-D laser heating of gold film

The equation solved in this case is Eq. (3) with the Laplacian replaced by 0°/0x* and the right-hand side
forcing constructed from

1-R x 1992 |t—21, |
= 0.94J kil R 9
(e, 1) [tpé }p< : » ) 9)

where laser fluence J = 13.7 J/m?, and t, = 96 fs; penetration depth is 6 = 15.3 nm, and reflectivity is R = 0.93,
as presented in [26]. The initial conditions are 7= 0 and 07/0¢ =0 on Q; no-flux boundary conditions are em-
ployed at both ends of the interval. We note that differentiation of S as required in (3) poses a mild difficulty
due to the form of (9), but this does not create a major problem since the Heaviside function is in L'(Q) for
bounded Q. In this problem the spatial domain € is the film thickness (0.1 um). The problem is discretized
with N, = 1001 points, and a time step k = 1.25 x 10~'* s was used. Grid-function convergence tests indicate
that this provides sufficient resolution, and this is confirmed by comparisons with analytical results shown in
Fig. 1.

Fig. 1 presents a comparison between the numerical, analytical [26] and experimental results of Brorson
et al. [27] and Qiu and Tien [5,6] corresponding to the front surface transient response for a 0.1 pm thick gold
film. Thermal properties of the material (x=1.2x10"*m?s™", 1=315Wm ' K~!, 71 =90 ps, 7q = 8.5 ps)
are assumed to be constant. The temperature change has been normalized by the maximum value that occurs
during the short-time transient. Results from the present numerical scheme compare nearly perfectly with ana-
lytical results (confirming adequacy of the discretization step sizes) and reasonably well with experimental
results, while the HHCE and parabolic models, which neglect the microstructural interaction effects during
the short-time transient, overestimate temperature during most of the transient response, as shown in Fig. 1.

4.2. 3-D pulsed-laser heating of gold film

For this problem the full 3-D form of Eq. (3) is employed with a source term constructed from S given as

P 12
I—R]ex _(x—%)+(y—%) 2 1.992]t — 24|

tp5 N ) (10)

S(r, 1) = 0‘94J{ 7 5 -

1.0 © Analytical, Chiu —

®  Experimental, Qui & Tien

A Experimental, Brorson et al.

/7 Numerical, Parabolic

0.8

0.6
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Normalized Temperature Change
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Fig. 1. Front surface transient response for a 0.1 pm gold film. Comparison among numerical, analytical and experimental results.
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where L, and L, are the length and width of the metal film, respectively, and r is radius of the laser beam
oriented in the z-direction. Initial and boundary conditions are the same as in the 1-D case but with the former
imposed on the whole volume Q of the problem domain and the latter now applied over the entire surface 0Q.
This domain is again a gold film of thickness 0.1 pm but now with lateral extent 0.5 pm x 0.5 pm. The spatial
discretization was constructed on a grid of 101 x 101 x 21 uniformly-spaced points in each of the three direc-
tions and utilizing times steps of 1 x 107'*s. As noted in Section 2, Eq. (3) acquires DPL, HHCE and para-
bolic character according to the values selected for 7y and t,. Here, we have used 71 =90 ps,
74 = 8.5 ps = DPL model; 7t = 74 = 0 = parabolic model and 74 = 8.5 ps, 7t = 0 = hyperbolic model. Thus,
we are able to employ the same code for all calculations.

Fig. 2 displays a comparison (at two different times) of transient temperature distribution caused by a pul-
sating laser beam of 200 nm diameter heating the top surface of the gold film at various locations near its cor-
ners (with movement from one corner to the next successive one in a counter-clockwise direction) every 0.3 ps,
as predicted by DPL, hyperbolic and parabolic heat conduction models. (Bright red represents the highest
temperatures, and deep blue corresponds to the lowest ones.) Fig. 2 shows that HHCE and parabolic diffusion
models predict a higher temperature over a wider area near the film’s surface in the heat-affected zone than
does the DPL model, but the penetration depth is much shallower. The heat-affected zone is significantly dee-
per for the DPL model than for the other models due to the microstructural interaction effect incorporated in
the formulation of this model. Furthermore, discrepancies between DPL and the other two models grow sig-
nificantly with time, as is evident from part (b) of Fig. 2.

We have been unable to acquire 3-D experimental data with which to make quantitative comparisons with
these simulations. However, Table 2 presents results of grid-function convergence tests that indicate overall
validity of the implementation in the sense that theoretical convergence rates are closely matched by the
numerical results. In particular, it is easy to show that the dominant truncation error of our discretization
is ~ O(h} + hﬁ + h? + k). This implies that if we were to hold the time step size k fixed and reduced the spatial
step sizes uniformly, the error would decrease by the factor 9, where r is the space step size ratio, and ¢ is the
power on the dominant truncation error. In the present case, if we halve the grid spacing, the error should
decrease by a factor of four. To simultaneously account for the temporal error it is thus convenient to reduce
time step sizes by a factor of four as grid spacing is halved.

We have used this procedure at three different spatial grid points, recording results from each at a dif-
ferent time during the simulations, and calculated ¢ from the numerical results. These results are presented
in Table 2.

DPL

HHCE

Parabolic

(@ (b)

Al b

Fig. 2. Temperature distribution in gold film predicted by DPL, hyperbolic and parabolic heat conduction models: (a) at 0.31 ps; (b) at
2.18 ps.
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Table 2

Grid-function convergence for time-split DPL equation

Space-time points Temperature (K)

Spatial location Time (ps) Coarse Medium Fine q
x=y=250nm, z=1nm 2.5 301.8060 301.8030 301.8023 2.10
x =y =250 nm, z =50 nm 3.0 301.8245 301.8175 301.8157 1.96
x =y =250 nm, z =100 nm 3.5 301.7797 301.7732 301.7716 2.02

This sequence of calculations was started with step sizes 4, = 4, =25 nm, 4. = 5 nm and k = 10 fs. Temper-
ature values in Kelvins are shown in the third column of Table 2 (corresponding to “coarse’ gridding) at three
combinations of spatial location and time: (i) x =y =250nm, z=1nm, ¢ =2.5ps; (ii) same x, y, with
z =50 nm, ¢t =3 ps; (iii) same x, y, z= 100 nm, ¢ = 3.5 ps. Columns four and five show results at the same
set of space-time points, but with grid spacing halved and reduced by a factor of four, respectively, and with
time step sizes correspondingly reduced by factors of four and 16. The final column displays values of ¢ cal-
culated from these data. These are uniformly quite close to the theoretical value ¢ = 2, suggesting that even
results from the coarsest grid are reasonably accurate.

5. Summary and conclusions

We began by deriving the DPL equation by simple Taylor expansion applied to a much more (mathemat-
ically-) complicated delay PDE. We then developed a strongly stable implicit finite-difference scheme of
Crank—Nicolson type for solving the DPL equation, without appealing to the standard decomposition typically
employed. The method is first-order accurate in time (despite its trapezoidal integration origins) and second
order in space; reported 1-D numerical experiments suggest, but of course do not prove, unconditional stability.

Results from 1-D calculations were shown to be in excellent agreement with analytical results (obtainable
only in 1-D) and in significantly better agreement with experiment than either HHCE or classical parabolic
heat equation results. The 3-D DPL equation was solved using a d-form Douglas—Gunn time-splitting
method. This approach was shown to outperform both explicit time stepping and a conjugate gradient itera-
tive procedure in terms of computation time required to complete a simulation. Finally, we presented limited
computed results for a realistic 3-D physical problem (for which there are currently no available experimental
data) and demonstrated grid-function convergence of computed results to validate this case.

The treatment we have employed to arrive at the DPL equation is quite simple and may have applicability
more generally for other delay PDEs. The un-decomposed solution formalism employed here has the advan-
tage of direct application to variable-coefficient PDEs. Its only disadvantage is the need to numerically treat a
third-order mixed (space and time) derivative and a second-order time derivative. Use of Douglas—Gunn time
splitting in the solution of the multi-dimensional DPL equation appears to be nearly optimal, especially as
problem size (number of spatial grid points and/or required number of time steps) becomes large.
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